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Rating Prediction Based on Social
Sentiment From Textual Reviews

Xiaojiang Lei, Xueming Qian, Member, IEEE, and Guoshuai Zhao

Abstract—In recent years, we have witnessed a flourish of review
websites. It presents a great opportunity to share our viewpoints
for various products we purchase. However, we face an information
overloading problem. How to mine valuable information from
reviews to understand a user’s preferences and make an accurate
recommendation is crucial. Traditional recommender systems
(RS) consider some factors, such as user’s purchase records,
product category, and geographic location. In this work, we
propose a sentiment-based rating prediction method (RPS) to
improve prediction accuracy in recommender systems. Firstly,
we propose a social user sentimental measurement approach and
calculate each user’s sentiment on items/products. Secondly, we
not only consider a user’s own sentimental attributes but also
take interpersonal sentimental influence into consideration. Then,
we consider product reputation, which can be inferred by the
sentimental distributions of a user set that reflect customers’
comprehensive evaluation. At last, we fuse three factors—user
sentiment similarity, interpersonal sentimental influence, and
item’s reputation similarity—into our recommender system to
make an accurate rating prediction. We conduct a performance
evaluation of the three sentimental factors on a real-world dataset
collected from Yelp. Our experimental results show the sentiment
can well characterize user preferences, which helps to improve the
recommendation performance.

Index Terms—Item reputation, rating prediction, recommender
system (RS), reviews, sentiment influence, user sentiment.

I. INTRODUCTION

THERE is much personal information in online textual re-
views, which plays a very important role on decision pro-

cesses. For example, the customer will decide what to buy if he
or she sees valuable reviews posted by others, especially user’s
trusted friend. We believe reviews and reviewers will do help
to the rating prediction based on the idea that high-star ratings
may greatly be attached with good reviews. Hence, how to mine
reviews and the relation between reviewers in social networks
has become an important issue in web mining, machine learning
and natural language processing.

Manuscript received July 31, 2015; revised January 15, 2016 and May 15,
2016; accepted May 29, 2016. Date of publication June 02, 2016; date of
current version August 12, 2016. This work was supported in part by Program
973 No. 2012CB316400, in part by the National Science Foundation of China
under Grant 60903121, Grant 61173109, and Grant 61332018, and in part by
Microsoft Research Asia. The associate editor coordinating the review of this
manuscript and approving it for publication was Dr. Sen-Ching Samson Cheung.

X. Lei and G. Zhao are with the SMILES Laboratory, Xi’an Jiao-
tong University, Xi’an 710049, China (e-mail: xiaolei3439@stu.xjtu.edu.cn;
zgs2012@stu.xjtu.edu.cn).

X. Qian is with the Key Laboratory for Intelligent Networks and Network Se-
curity, Ministry of Education,Xi’an Jiaotong University, Xi’an 710049, China,
and also with the SMILES Laboratory, Xi’an Jiaotong University, Xi’an 710049,
China (e-mail: qianxm@mail.xjtu.edu.cn).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org

Digital Object Identifier 10.1109/TMM.2016.2575738

We focus on the rating prediction task. However, user’s rating
star-level information is not always available on many review
websites. Conversely, reviews contain enough detailed product
information and user opinion information, which have great
reference value for a user’s decision. Most important of all, a
given user on website is not possible to rate every item. Hence,
there are many unrated items in a user-item-rating matrix. It is
inevitable in many rating prediction approaches, e.g., [1], [4],
[14], [33], [65]. Review/comment, as we all know, is always
available. In such case, it’s convenient and necessary to leverage
user reviews to help predicting the unrated items.

The rise like DouBan,1 Yelp2 and other review websites pro-
vides a broad thought in mining user preferences and predicting
user’s ratings. Generally, user’s interest is stable in short term,
so user topics from reviews can be representative. For example,
in the category of Cups & Mugs, different people have different
tastes. Some people pay attention to the quality, some people
focus on the price and others may evaluate comprehensively.
Whatever, they all have their personalized topics. Most topic
models introduce users’ interests as topic distributions accord-
ing to reviews contents [10], [13], [17], [25], [31]. They are
widely applied in sentiment analysis [37], travel recommenda-
tion [21], [27], [34], and social networks analysis [19].

Sentiment analysis is the most fundamental and important
work in extracting user’s interest preferences. In general, sen-
timent is used to describe user’s own attitude on items. We
observe that in many practical cases, it is more important to
provide numerical scores rather than binary decisions. Gener-
ally, reviews are divided into two groups, positive and negative.
However, it is difficult for customers to make a choice when all
candidate products reflect positive sentiment or negative senti-
ment. To make a purchase decision, customers not only need to
know whether the product is good, but also need to know how
good the product is. It’s also agreed that different people may
have different sentimental expression preferences. For example,
some users prefer to use “good” to describe an “excellent” prod-
uct, while others may prefer to use “good” to describe a “just so
so” product [20].

In our daily life, customers are most likely to buy those prod-
ucts with highly-praised reviews. That is, customers are more
concerned about item’s reputation, which reflects consumers’
comprehensive evaluation based on the intrinsic value of a spe-
cific product. To obtain the reputation of a product, sentiment
in reviews is necessary. Normally, if item’s reviews reflect pos-
itive sentiment, the item may be with good reputation to a great

1[Online]. Available: http://www.douban.com
2[Online]. Available: http://www.yelp.com

1520-9210 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.

http://www.douban.com
http://www.yelp.com
http://www.ieee.org/publications_standards/publications/rights/index.html


LEI et al.: RATING PREDICTION BASED ON SOCIAL SENTIMENT FROM TEXTUAL REVIEWS 1911

Fig. 1. Product features that user cares about are collected in the cloud in-
cluding the words “Brand,” “Price,” and “Quality.” By extracting user sentiment
words from user reviews, we construct the sentiment dictionaries. The last user
is interested in those product features, so based on the user reviews and the
sentiment dictionaries, the last item will be recommended.

extent. Oppositely, if item’s reviews are full of negative sen-
timent, then the item is to be with bad reputation. To a given
product, if we know user sentiment, we can infer the reputation
and even the comprehensive ratings. When we search the net
for purchasing, both positive reviews and negative reviews are
valuable to be as reference. For positive reviews, we can know
the advantages of a product. For negative reviews, we can obtain
the shortcomings in case of being cheated. So it’s worth to ex-
plore those reviewers who have obvious and objective attitude
on items. We observe that reviewers’ sentiment will influence
others: if a reviewer has clear like and dislike sentiment, other
users will pay much attention to him/her. However, user’s senti-
ment is hard to predict and the unpredictability of interpersonal
sentimental influence makes a great difficulty in exploring social
users.

In addition to extracting user preferences, there is much
work paying attention to the interpersonal interaction. Many
approaches about the interpersonal influence in social networks
have proved good performance in recommendation, which can
effectively solve the “cold start” problems. However, the ex-
isting approaches [2], [3], [8], [9], [18], [51] mainly leverage
product category information or tag information to study the
interpersonal influence. These methods are all restricted on the
structured data, which is not always available on some web-
sites. However, user reviews can provide us ideas in mining
interpersonal inference and user preferences.

To address these problems, we propose a sentiment-based
rating prediction method (RPS) in the framework of matrix fac-
torization. In our work, we make use of social users’ sentiment
to infer ratings. Fig. 1 is an example that illustrates our motiva-
tion. First, we extract product features from user reviews. Then,
we find out the sentiment words, which are used to describe the
product features. Besides, we leverage sentiment dictionaries to
calculate sentiment of a specific user on an item/product. What
is more, we combine social friend circle with sentiment to rec-
ommend. In Fig. 1, the last user is interested in those product
features, so based on the user reviews and the sentiment dic-
tionaries, the last item will be recommended. Compared with
previous work [2]–[5], [8], [9], the main difference is that: we
use unstructured information to recommend instead of other
structured social factors. Compared with [6], [20], [39], [59],
[60], the main difference is that: their work mainly focuses on

classifying users into binary sentiment (i.e., positive or nega-
tive), and they do not go further in mining user’s sentiment. In
our paper, we not only mine social user’s sentiment, but also
explore interpersonal sentimental influence and item’s reputa-
tion. Finally, we take all of them into the recommender system.

The main contributions of our approach are as follows: 1)
we propose a user sentimental measurement approach, which
is based on the mined sentiment words and sentiment degree
words from user reviews. Besides, some scalable applications
are proposed. For example, we explore how the mined sentiment
spread among users’ friends. What is more, we leverage social
users’ sentiment to infer item’s reputation, which showed great
improvement in accuracy of rating prediction. 2) We make use
of sentiment for rating prediction. User sentiment similarity fo-
cuses on the user interest preferences. User sentiment influence
reflects how the sentiment spreads among the trusted users. Item
reputation similarity shows the potential relevance of items. 3)
We fuse the three factors: user sentiment similarity, interper-
sonal sentimental influence, and item reputation similarity into
a probabilistic matrix factorization framework to carry out an
accurate recommendation. The experimental results and discus-
sions show that user’s social sentiment that we mined is a key
factor in improving rating prediction performances.

The remainder of this paper is organized as follows. In
Section II, we present the related work about rating prediction in
recommender systems. In Section III, the proposed sentiment-
based RPS is described thoroughly. Experiments and discussion
are given in Section IV. Conclusions and future work are drawn
in Section V.

II. RELATED WORK

In this section, we survey recent work related to our ap-
proach. Firstly, we review some approaches based on collabo-
rative filtering (CF). Then, we review the often utilized rating
prediction/recommendation methods based on matrix factoriza-
tion. Also, the review based approaches as well as the sentiment
mining and applications are provided in detail.

A. Collaborative Filtering

The task of CF is to predict user preferences for the unrated
items, after which a list of most preferred items can be rec-
ommended to users. To improve recommendation performance,
many CF algorithms have been proposed [7], [18], [22]–[24],
[26], [28], [35]. One of the most well known CF algorithms is
the user-based CF algorithm proposed in [35]. The basic idea is
that people expressed similar preferences in the past will prefer
to buy similar items in the future. Tso-Sutter et al. [18] propose
a generic method that allows tags to be incorporated to stan-
dard CF algorithms and to fuse the 3-dimensional correlations
between users, items and tags. Moreover, item-based CF algo-
rithm [22] produces the rating from a user to an item based on the
average ratings of similar or correlated items by the same user. It
obtains better performance in computing the similarity between
items. Gao et al. [24] propose a review expert collaborative
recommendation algorithm based on the assumption that those
projects/experts with similar topics have similar feature vectors.
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Fletcher and Liu [26] propose a CF-based service recommenda-
tion method that considers users’ personalized preferences on
nonfunctional attributes.

B. Matrix Factorization-Based Approaches

1) Basic Matrix Factorization: Matrix factorization is one
of the most popular approaches for low-dimensional matrix de-
composition. Here, we review the Basic MF [1]. The rating ma-
trix R ∈ Rm×n (m is the number of users and n is the number
of items) can be predicted according to (1), where Uu ∈ Um×k

denotes the user Potential Eigen vectors matrix andPi ∈ P n×k

denotes item Potential Eigen vectors matrix, and k is the dimen-
sion of the vectors. R̂u,i denotes the predicted objective star
level of item i, R̄ denotes the average value of all ratings

R̂u,i = R̄ + UuPT
i . (1)

We learn Potential Eigen vectors of users and items on the
observed rating data by minimizing the objective function. The
objective function Ψ is defined as follows:

Ψ (R, U, P )=
1
2

∑

u,i

(
Ru,i − R̂u,i

)2
+

λ

2
(
||U ||2F + ||P ||2F

)

(2)
where ||X||F is the Frobenius norm of matrix X, which is
utilized to avoid over-fitting. The optimization of the objective
function can be solved by gradient descent method [8].

2) Social Recommendation: Some matrix factorization
based social recommendations are proposed to solve the “cold
start” problems. Jamali and Ester [4] explore a matrix factor-
ization based approach for recommendation in social networks.
They incorporate the mechanism of trust propagation into the
recommendation model. Trust propagation has been shown to
be a crucial factor in social network analysis and in trust-based
recommendation. Yang et al. [2] propose the concept of “Trust
Circles” in social networks. Their model outperforms the Basic
MF [1] and Social MF [4]. The trusted value between users
is represented by a matrix S, and directed and weighted social
relationship of user u with user v is represented by a positive
value Sc∗

u,v ∈ [0, 1]. The basic idea is that the user latent feature
should be similar to the average of his/her friends’ latent fea-
tures with weight of Sc∗

u,v in category c. Except for the factor of
interpersonal influence in [2], Jiang et al. [3] propose another
important factor, the individual preference. They conduct exper-
iments on Renren dataset and Tencent Weibo dataset in China,
and the results demonstrate the significance of social contex-
tual factors (individual preference and interpersonal influence)
in their model. Qian et al. [8] propose a personalized recom-
mender model (PRM) combing with user interpersonal interest
similarity, interpersonal influence and personal interest factor.
They make use of categories of products, and user personal in-
terest is the main contributions. Wang et al. [57] propose to use
social propagation simulation and content similarity analysis
to update the user-content matrix. They also construct a joint
social-content space to measure the relevance between users
and videos, which provides a high accuracy for video import-
ing and re-sharing recommendation. However, some websites
do not always offer structured information, and all of these

methods do not leverage users’ unstructured information, i.e.,
reviews. In addition, there also remain a few questions: some
users may have no social relation with each other or even worse,
explicit social networks information is not always available and
it is difficult to provide a good prediction for each user. In
this paper, we elaborate the sentiment factor to improve social
recommendation.

C. Reviews-Based Applications

There are also many reviews based work for the task of rec-
ommendation. Qu et al. [30] propose a bag-of-opinions model
to predict a user’s numeric rating in a product review. And
they develop a constrained ridge regression method for learn-
ing scores of opinions. Wang et al. [19] propose a review RPS
by incorporating the social relations of a reviewer. In addi-
tion, they classify the social relations of reviewers into strong
social relation and ordinary social relation. Zhang et al. [42]
incorporate various product review factors including content
related to product quality, time of the review, product dura-
bility and historically older positive customer reviews. They
present a product ranking model that applies weights to prod-
uct review factors to calculate the ranking score. Ling et al.
[52] propose a unified model that combines content-based CF,
and harnessing the information of both ratings and reviews.
Luo et al. [43] define and solve a new problem: aspect identifica-
tion and rating, together with overall rating prediction in unrated
reviews. They propose a LDA-style topic model which gener-
ates ratable aspects over sentiment and associates modifiers with
ratings.

D. Sentiment-Based Applications

Sentiment analysis can be conducted on three different lev-
els: review-level, sentence-level, and phrase-level. Review-level
analysis [29], [32], [47], [48] and sentence- level analysis [49]
attempt to classify the sentiment of a whole review to one of
the predefined sentiment polarities, including positive, negative
and sometimes neutral. While phrase-level analysis [59], [53]
attempt to extract the sentiment polarity of each feature that a
user expresses his/her attitude to the specific feature of a spe-
cific product. The main task of phrase-level sentiment analysis
is the construction of sentiment lexicon. Pang et al. [47] propose
a context insensitive evaluative lexical method. However, they
can not deal with the mismatch between the base valence of the
term and the author’s usage. Polanyi and Zaenen [44] describe
how the base attitudinal valence of a lexical item is modified by
lexical and discourse context and propose a simple implementa-
tion for some contextual shifters. They calculate user sentiment
based on a finer grained method on all levels. Taboada et al. [46]
present a semantic orientation calculator which uses dictionar-
ies of words annotated with their semantic orientation (polarity
and strength), and incorporates intensification and negation. Lu
et al. [16] propose an optimization framework that provides
a unified and principled way to combine different sources of
information for learning a context- dependent sentiment lexi-
con. The proposed framework is quite general and applicable
for opinionated text collection in any domain. Wang et al. [36]
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Fig. 2. Graphical model representation of LDA. The borders are representing
replicates. The outer border represents user document, while the inner border
represents the repeated choice of topics and words within a document.

analyze user opinions about an entity in a review at the level of
topical aspects. They discover each individual reviewer’s latent
opinion on each aspect when forming the overall judgment of
the entity.

There are many approaches leveraging sentiment analysis for
personalized recommendation [12], [56], [59], [60]. Zhang et
al. [12] propose a self-supervised and lexicon-based sentiment
classification approach to determine sentiment polarity of a re-
view that contains both textual words and emoticons. And they
use sentiment for recommendation. Lee and Lee. [56] propose a
recommender system using the concept of Experts to find both
novel and relevant recommendations. By analyzing the user rat-
ings, they can recommend special experts to a target user based
on the user population. Lei and Qian [60] leverage phrase-level
sentiment analysis to infer a specific item’s reputation. They also
propose the concept of “virtual friends” to model items’ rela-
tions, which can reduce time complexity while training. Zhang
et al. [59] propose an Explicit Factor Model (EFM) to generate
an explainable recommendation, they extract explicit product
features and user opinions by phrase-level sentiment analysis
on reviews.

III. THE PROPOSED APPROACH

The purpose of our approach is to find effective clues from
reviews and predict social users’ ratings. In this paper, we firstly
extract product features from user review corpus, and then we
introduce the method of identifying social users’ sentiment. In
addition, we describe the three sentimental factors. At last we
fuse all of them into our sentiment-based RPS. The following
sections describe more details about our approach.

A. Extracting Product Features

Product features mainly focus on the discussed issues of
a product. In this paper, we extract product features from
textual reviews using LDA [11]. We mainly want to get the
product features including some named entities and some prod-
uct/item/service attributes. LDA is a Bayesian model, which is
utilized to model the relationship of reviews, topics and words.
In Fig. 2, the shaded variables indicate the observed variables

and the unshaded variables indicate the latent variables. The
arrow indicates a conditional dependency between the variables
and plates represented by the box. The definition of terminolo-
gies in LDA model is described as:

1) V : the vocabulary, it has Nd unique words. Each word is
presented by the corresponding label {1, 2, . . . , Nd };

2) wi ∈ {1, 2, . . . , Nd }: the word, each word of a review
is mapped to V whose size is Nd through character
matching;

3) dm : the document/review of a user, it corresponds to a
word set of the review. A user with only one document.
All documents denote as D = {d1 , d2, . . . , dM };

4) Γ: the number of topics (const scalar);
5) �θm : the multinomial distribution of topics specific to the

document m. One proportion for each document, Θ =
{�θm}M

m=1(M × Γ matrix);
6) �ϕk : the component for each topic, Φ = {�ϕk}Γ

k=1(Γ ×
k matrix)
zm,n: the topic associated with the n − th token in the
document m; and

7) a, b : Dirrichlet priors to the multinomial distribution
�θm and �ϕk .

1) Data Preprocessing for LDA: To construct the vocab-
ulary, we firstly regard each user’s review as a collection of
words without considering the order. Then we filter out “Stop
Words” [34], [41], “Noise Words” and sentiment words, senti-
ment degree words, and negation words. A stop word can be
identified as a word that has the same likelihood of occurring in
those documents not relevant to a query as in those documents
relevant to the query. For example, the “Stop Words” could be
some prepositions, articles, and pronouns etc.. After words fil-
tering, the input text is clear and without much interference for
generating topics. All the unique words are constructed in the
vocabulary V , each word has a label wi ∈ {1, 2, . . . , Nd }.

2) The Generative Process of LDA: The input of LDA model
is all users’ document sets D, and we assign the number of topic
Γ (we set 50 empirically). The output is the topic preference
distribution for each user and a topic list, which contains at least
10 feature words under each topic. The generative process of
LDA consists of three steps, as follows.

1) For each document dj , we choose a dimensional Dirichlet
random variable θm ∼ Dirichlet (a).

2) For each topic zk , where kε[1,Γ], we choose φk ∼Dirich-
let (b). For each topic zk , the inference scheme is based
upon the observation that:

p
(
Θ,Φ|Dtrain , α, b

)
=

∑

z

p
(
Θ,Φ|z,Dtrain , α, b

)

× P
(
z, |Dtrain , α, b

)
. (3)

We obtain an approximate posterior on Θ and Φ by using a
Gibbs sampler to compute the sum over z.

1) Repeating the process above and eventually we get the
output of LDA.

3) Extracting Product Features: From the three steps above,
we obtain each user’s topic preference distribution and the topic
list. From each topic, we have some frequent words. How-
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TABLE I
FREQUENT PRODUCT FEATURES OF THE TOP FIVE

TOPICS ON RESTAURANT DATASET OF YELP

Topics Example of Product Features

Topic 1 prices, price, discount, worth, cash, card, queue, sell, pay, online
Topic 2 service, waiter, assistant, manager, waitress, servers, food, people,

review, customer
Topic 3 attitude, kind, feeling, interior, feel, accessories, experience,

environment, suit
Topic 4 wait, waiting, seat, location, hours, time, order, attitude, turn,

minutes, phone
Topic 5 Seafood, lobster, dishes, shrimp, sauce, grouper, prawns, scallop,

jellyfish, escargots, mussels

ever, we need to filter the noisy features from the candidate
set based on their co-occurrence with adjective words and their
frequencies in background corpus. We have given an example
of topics (cluster center of a review) and product features in
Table I. After we obtained all product features in a review, we
add tags (i.e., the symbol “/” before product features) to dis-
tinguish other words in reviews. From Table I, we can see that
users in each topic care about a different subset of features, and
each subset mainly reveals a different kind of product features.

B. User Sentimental Measurement

We extend HowNet Sentiment Dictionary3 [12] to calculate
social user’s sentiment on items. In our paper, we merge the
positive sentiment words list and positive evaluation words list
of HowNet Sentiment Dictionary into one list, and named it
as POS-Words; also, we merge the negative sentiment words
list and negative evaluation words list of HowNet Sentiment
Dictionary into one list, and named it as NEG-Words. Our senti-
ment dictionary (SD) includes 4379 POS-Words and 4605 NEG-
Words. Besides, we have five different levels in sentiment degree
dictionary (SDD), which has 128 words in total. There are 52
words in the Level-1, which means the highest degree of senti-
ment, such as the words “most,” and “best.” And 48 words in the
Level-2, which means higher degree of sentiment, such as the
words “better,” and “very.” There are 12 words in the Level-3,
such as the words “more,” and “such.” There are nine words
in the Level-4, such as the words “a little,” “a bit,” and “more
or less.” And there are seven words in the Level-5, such as the
words “less,” “bit,” and “not very.” Also, we built the negation
dictionary (ND) by collecting frequently-used negative prefix
words, such as “no,” “hardly,” “never,” etc. These words are
used to reverse the polarity of sentiment words. The represen-
tative words and the sizes of all dictionaries are introduced in
Table II.

We firstly divide the original review into several clauses by
the punctuation mark. Then for each clause, we firstly look
up the dictionary SD to find the sentiment words before the
product features. A positive word is initially assigned with the
score +1.0, while a negative word is assigned with the score
−1.0. Secondly, we find out the sentiment degree words based

3[Online]. Available: http://www.keenage.com/download/sentiment.rar

TABLE II
BRIEF INTRODUCTION OF THE SENTIMENT DICTIONARIES

Dictionaries Representative Words

SD(8938) POS-Words(4379): attractive, clean, beautiful, comfy, convenient,
delicious, delicate, exciting, fresh, happy, homelike, nice, ok, yum . . .
NEG-Words(4605): annoyed, awful, bad, poor, boring, complain,
crowed, dirty, expensive, hostile, sucks, terribly, unfortunate, worse . . .

ND(56) no, nor, not, never, nobody, nothing, none, neither, few, seldom, hardly,
haven’t, can’t, couldn’t, don’t, didn’t, doesn’t, isn’t, won’t, . . .

SDD(128) Level-1 (52): most, best, greatest, absolutely, extremely, highly,
excessively, completely, entirely, 100%, highest, sharply, superb . . .
Level-2 (48): awfully, better, lot, very, much, over, greatly, super, pretty,
unusual . . .
Level-3 (12): even, more, far, so, further, intensely, rather, relatively,
slightly more, insanely, comparative.
Level-4 ( 9): a little, a bit, slight, slightly, more or less, relative, some,
some what, just.
Level-5 (7): less, not very, bit, little, merely, passably, insufficiently.

on the dictionary SDD and take the sentiment degree words into
consideration to strengthen sentiment for the found sentiment
words. Finally, we check the negative prefix words based on the
dictionary ND and add a negation check coefficient that has a
default value of +1.0. If the sentiment word is preceded by an
odd number of negative prefix words within the specified zone,
we reverse the sentiment polarity, and the coefficient is set to
−1.0. Then for a review r that user u posts for the item i, we get
the sentiment score as follows:

S(r) =
1

Nc

∑

c∈r

∑

w∈c

Q · Dw · Rw (4)

where c denotes the clause. Nc denotes the number of clauses. Q
denotes the negation check coefficient. Dw is determined by the
empirical rule in [63], [64]. When we have a level-1 sentiment
degree word before the sentiment word, Dw is set a value of
5.0; when we have a level-2 sentiment degree word before the
sentiment word, Dw is set a value of 4.0, etc. There is a one-to-
one correlation between Dw and five sentimental degree levels,
Dw = [0.25, 0.5, 2, 4, 5]. Rw denotes the initial score of the
sentiment word w.

However, when we express positive sentiment by saying
“high quality,” but “high price” or “high noise” represents the
negative sentiment. As a result, such direct rule may result in
incorrect sentiment estimation. To improve the precision of sen-
timent mapping, we add two main linguistic rules as:

1) By applying conjunctive rules [16], [45], [50], [54], [58],
[67].

“and” rule: Clauses that are connected with “and”-like con-
junctives usually express the same sentiment polarity. For exam-
ple, “this mug has high quality and nice appearance” implies
that “high” for “quality” and “nice” for “appearance” are of
the same polarity. Other “and”-like terms include: as well as,
likewise.

“but” rule: Clauses that are connected with “but”-like con-
junctives usually express the opposite sentiment polarity. For
example, “this mug has high price but nice appearance” indi-
cates that “high” for “price” and “nice” for “appearance” are of
the opposite polarity. Other “but”-like terms include: however,
nevertheless, though, and etc.

http://www.keenage.com/download/sentiment.rar
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Fig. 3. Example of review analysis for identifying user’s sentiment on Yelp.
Product features are denoted in red font, the sentiment words are denoted in
green font, the sentiment degree words are denoted in blue font, the conjunction
words like “and” and “but” are denoted in blank font, and the negation words
are denoted in bright green font.

2) Distinguish between product features and sentiment words
Some features (i.e., noun) like “noise,” “mistake,” and “stink”

are with clear negative sentiment polarity, while “acclamation,”
“pleasure,” and “happiness” are with clear positive sentiment
polarity. Here we treat these words as sentiment words and col-
lect them into sentiment dictionary (SD). The words like “ac-
clamation,” “pleasure,” and “happiness” will be collected into
POS-words of SD, the words like “noise,” “stink,” and “mis-
take” will be collected into Neg-words of SD. When deciding
the sentiment score of such a phrase (e.g., “noise”) in a review,
we will give an initial score of –1.0, and then we strengthen
the sentiment by looking up the SDD, and reverse sentiment
polarity by looking up the ND.

After we obtained the review r’s basic sentiment score and
improved the sentiment mapping, we normalize the score as

Eu,i =
10

1 + e−S (r) − 5. (5)

Intuitively, we analyse a real user’s review in Fig. 3. We can
see that the user’s original review is divided into three clauses
(Nc = 3). And each clause only retains the more important
words. In clause 1, “restaurant” is a product feature, “great”
is a positive sentiment word ( Rw = 1), “such” is a Level-3
sentiment degree word (Dw = 2), so the sentiment score of this
clause is: 1 × 2 = 2. In clause 2, both of the words “server”
and “price” are product features, “friendly” is a positive sen-
timent word ( Rw = 1), “high” is a negative sentiment word
(Rw = −1), because “but” is a twist conjunction after a posi-
tive word, so it has opposite polarity to “friendly.” “not” is a
negation word (Q = −1), and “really” is a Level-2 sentiment
degree word (Dw = 4), so the sentiment score of this clause
is: 1 × 4 + (−1) × (−1) = 5. In clause 3, both of the words
“place” and “food” are product features, “tidy,” “delicate,” and
“tasty” are all positive words ( Rw = 1), “and” is a coordinate
conjunction to keep the sentiment words same polarity. At the
same time, the word “really” is a Level-2 sentiment degree word
(Dw = 4), so the sentiment score of this clause is: 1 + 1 + 1 ×
4 = 6. To sum up the three clauses, we get user u’s sentiment

TABLE III
TABLE OF NOTATIONS IN RECOMMENDER FRAMEWORK

Symbols Description Symbols Description

U a set of users P a set of items
m user numbers n item numbers
Rm ×n the rating matrix

expressed by users on
items

R̂m ×n the predicted rating
matrix by users on items

Um ×k the user Potential Eigen
vector

Pn ×k the item Potential Eigen
vector

k the dimension of user
latent feature and item

latent feature

Eu , i user u’s sentiment on
item i

D (Ev ) user v’s sentiment
variance

Fv the set of user v’s real
friends

Wi item i’s sentiment
distribution

Fi item i’s virtual friends

S ∗
u , v normalized user v’s

sentiment influence on
user u

C ∗
u , v normalized user

sentiment similarity of
user u and user v

I ∗
i , j normalized item’s

reputation similarity of
item i and item j

Ψ the objective function of
our rating prediction

model
λ, α, β , γ the trade-off parameters

in the objective function

, τ step size and iteration

number while training

S(r) = 1
3 (2 + 5 + 6) = 4.33. After normalizing the basic sen-

timent score, we get the normalized sentiment score Eu,i =
10

1+e−S ( r ) − 5 ≈ 4.87. Based on this method, we get all users’
sentiment.

C. Three Sentimental Factors in Our Approach

This section describes the major components of the proposed
approach, and the notations used in the rest of the paper are
summarized in Table III. Each sentiment factor is described as
follows:

1) User Sentiment Similarity: Generally, user’s friends are
trustworthy [2], [4], [8], [15], [38], [40], [55]. If a user has
similar interest preferences with his/her friends, then he/she may
hold similar attitudes towards the item. Based on this view, we
firstly get all users’ sentiment, and then calculate the sentiment
similarity between the user and his/her friends.

On Yelp website, the items have been divided into a few
fixed categories. We assume that the items rated by users have
M categories, accordingly, we divide the users into M cate-
gories. Then we determine user u’s sentimental distribution
Ωu = {E1

u , E2
u , . . . , EM

u }, where Ek
u denotes user u’s average

sentiment score in kth category. After getting all users’ senti-
mental distributions, we can calculate the sentiment similarity
between user u and his/her friend v. We use cosine similarity to
measure the relevance of user u and user v

Cu,v = cosine (Ωu ,Ωv ) . (6)

In order to fuse user sentiment similarity factor into matrix
factorization model, we normalize Cu,v as follows:

C∗
u,v =

Cu,v∑
vεFu

Cu,v
(7)

where Fu denotes user u’s friends, and “∗” is a normalized
symbol, and each row is normalized to unity

∑
v C∗

u,v = 1.
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2) Interpersonal Sentiment Influence: When we search the
internet for purchasing, we are more concerned with those users
who posted five-star reviews or critical reviews. Especially, the
critical reviews can reflect the deficiency of a product. In this
case, we observe that reviewers’ sentiment will influence others,
if a reviewer expressed clear like or dislike sentiment, other
users will obtain the specific advantages or weaknesses about
a product. However, the middle evaluations have little useful
information. In our paper, we argue that if a user always has
explicit attitude about a product, his/her reviews will has a great
reference value to others, and this user has a big influence on
others. While a user always has neutral attitude will has a small
reference value to others, and this user will has a small influence
on others.

Generally, in mathematical statistics, the variance is used to
measure the degree of deviation between random variable and
its mathematical expectation (average). According to informa-
tion theory, large variance means the giant information [66].
Therefore, the reviews with more information will have more
influence. So we introduce the method of interpersonal senti-
ment influence by taking advantage of the concept of variance.
The definition of variance is described as follows:

D (Ev ) =
1
n

n∑

i=1

(
Ev,i − Ēv

)2
(8)

where Ev,i denotes user v’s sentiment on item i.Ēv is the av-
erage sentiment score of the items user v has reviewed. Then
we normalize the sentiment variance of all user u’s friends as
follows:

S∗
u,v =

D (Ev )∑
vεFu

D (Ev )
(9)

whereFu is the set of user u’s friends, S∗
u,v denotes the normal-

ized user v’s sentiment influence on user u.
3) Item Reputation Similarity: From typical item-based CF

algorithms in [22], we know that similar items can help predict-
ing ratings. Thus, it is important for us to find items that have
similar features. In our work, we assume item’s reputation can
indirectly reflect its real ratings. We leverage users’ sentiment
distribution to infer item’s reputation. Based on users’ sentiment,
we believe that if two items have similar sentiment distribution,
then they may have similar reputation, and they will be posted
with similar ratings. Based on the idea, we define that the user
set is U = {u1 , u2,···,um}, where m is the number of users. After
obtaining each item’s normalized sentiment score Eu,i in (5),
we use the sentimental distribution among all users to denote
the item i’s reputation Wi = {Eu1 ,i , Eu2 , ,i , . . . , Eum ,i}. Then
we choose some items as “virtual friends” of the item, that has
been rated by the same users. Item’s virtual friends can be used
to find the relevance between items, and it can reduce the time
cost while training. After that, we calculate the reputation sim-
ilarity between the item i and its virtual friend j. Here we hold
that an item’s latent feature Pi should be similar to its friends’
latent feature with the weight of Ii,j . Then we use cosine sim-
ilarity to measure the reputation similarity of item i and item j

as follows:

Ii,j = cosine ( Wi,Wj ) . (10)

In order to fuse item reputation factor into matrix factorization
model, we normalize Ii,j as follows:

I∗i,j =
Ii,j∑

jεFi
Ii,j

(11)

where Fi denotes item i’s virtual friends, and
∑

jεFi
I∗i,j = 1.

D. Sentiment-Based Recommender Model

After taking the three sentimental factors above into consid-
eration, we have three important constrain terms in our rating
prediction model. They are: 1) Normalized user sentiment sim-
ilarity C∗

u,v . 2) Normalized interpersonal sentiment influence
S∗

u,v . 3) Normalized item reputation similarity I∗i,j . According
to the matrix factorization, we fuse the three factors into the
objective function as follows:

Ψ (R, U , P )

=
1
2

∑

u ,i

(
R̂u ,i − Ru,i

)2
+

λ

2
(
U 2

F + P 2
F

)

+
α

2

∑

u

⎛

⎝
(

Uu −
∑

v

C∗
u ,v Uv

) (
Uu −

∑

v

C∗
u ,v Uv

)T
⎞

⎠

+
β

2

∑

u

⎛

⎝
(

Uu −
∑

v

S∗
u ,v Uv

) (
Uu −

∑

v

S∗
u ,v Uv

)T
⎞

⎠

+
γ

2

∑

i

⎛

⎝
(

Pi −
∑

j

I∗
i ,j Pj

) (
Pi −

∑

j

I∗
i ,j Pj

)T
⎞

⎠ (12)

where R̂u,i is the predicted rating value according to (1). Ru,i

is user u’s real ratings on item i, and Ru,i ∈ Rm×n . Um×k and
P n×k denote user Potential Eigen vector and item Potential
Eigen vector respectively. Uu and Pi are k-dimensional user-
specific and item-specific latent feature vectors of user u and
item i, and it is the rank of the latent matrices Um×k and P n×k .
They are obtained by the gradient descent method [8]. The first
term of (12) denotes the deviation between the actual rating
and prediction score, the second item of (12) is a regularization
term, which plays a role in case of over-fitting. The idea of
user sentiment similarity is enforced by the third term, which
says that if two users have similar sentiment, they may have
similar latent feature Uu. The factor of interpersonal sentiment
influence is enforced by the forth term, which means if a friend
of the user has clear like and dislike sentiment, the user may
trust him/her more. The idea of item reputation similarity is
enforced by the last term, which says that if two items have
similar reputation, they may have similar latent feature Pi .

E. Model Training

We get the corresponding matrix factorization model as (12),
from which we can obtain user latent profile Uu and item latent
profile Pi by optimization. The objective function is minimized
by the gradient decent approach. More formally, the gradients
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of the objective function with respect to the variables Uu and Pi

are shown as (13) and (14) respectively:

∂Ψ
∂Uu

=
∑

i

(
R̂u ,i − Ru,i

)
Pi + λUu

+ α

(
Uu −

∑

v εFu

C∗
u ,v Uv

)
– α

∑

u εFv

C∗
v ,u

×
(

Uv −
∑

w εFv

C∗
v ,w Uw

)

+ β

(
Uu −

∑

v εFu

S∗
u ,v Uv

)
–β

∑

u εFv

S∗
v ,u

×
(

Uv −
∑

w εFv

S∗
v ,w Uw

)
(13)

∂Ψ
∂Pi

=
∑

u

(
R̂u ,i − Ru,i

)
Uu + λPi

+ γ

⎛

⎝Pi −
∑

j ∫ Fi

I∗
i ,j Pj

⎞

⎠ – γ
∑

i ∫ Fj

I∗
j,i

×

⎛

⎝Pj −
∑

k ∫ Fj

I∗
j,k Pk

⎞

⎠ (14)

where Fv denotes user v’s friends, similarly, Fi denotes item i’s
virtual friends. The initial values of Uu and Pi are sampled from
the normal distribution with zero mean. The user and item latent
feature vectors Uu and Pi are updated based on the previous
values to insure the fastest decrease of the objective function at
each iteration. We set the step size 
 = 0.0002 and the iteration
number τ = 500 to insure the decrease of the objective function
in training.

IV. EXPERIMENTS

In this section, we conduct a series of experiments to evaluate
the performance of our rating prediction model based on user
sentiment. We have crawled nearly 60 thousand users’ circles of
friends and their rated items. We have subsistent social relation-
ships and reviews to organize experiments. Some previous work
[8], [9], [60] are all based on Yelp dataset.4 The dataset contains
eight categories: #1 Active Life, #2 Beauty&Spa, #3 Home-
Service, #4 Hotel&Travel, #5 Nightlife, #6 Restaurants, #7

Shopping, and #8 pets. In total, there are 28 629 users, 96 974
items, 300 847 ratings, and we have every user’s social relation.
Each item has been posted by at least one comment/review. In
the following experiments, we firstly evaluate our sentiment al-
gorithm, and then investigate how to leverage review sentiment
to achieve accurate rating predictions in various conditions.

A. Sentiment Evaluation

We shall note that, the task of phrase-level sentiment lexicon
construction is inherently difficult. We need to tradeoff between
precision and recall. As a primary step towards using sentiment

4[Online]. Available:http://smiles.xjtu.edu.cn/Download/Download_yelp.html

TABLE IV
STATISTICS AND EVALUATION RESULTS OF OUR ALGORITHM

Dataset Scale Precision of
Positive

Precision of
Negative

Average
Precision

Movie[61] 2,000 863/1000 592/1000 72.7%
SFU [62] 400 184/200 110/200 73.5%
Yelp [8] 66,992 52,474/57,193

(91.75%)
5,895/9,799

(60.16%)
87.1%

lexicon for RPS, we focus on the precision as we will only
use the top-10 product features in our framework, primarily to
avoid the negative effects of wrong features as much as possible.
We expect as the research in sentiment analysis advances, the
performance of our framework will further improve as well.

Similar to [16], we evaluate the sentiment by transforming
each sentiment value Eu,i into a binary value, namely, Eu,i > 0,
a review will be regarded as positive; Eu,i ≤ 0, a review will be
regarded as negative. When testing in a labeled positive dataset,
Eu,i ≤ 0, this case is misclassification; When testing in a labeled
negative dataset, Eu,i > 0, this case is also the misclassification.
We firstly label all five-star Yelp reviews as positive reviews and
label all one-star Yelp reviews as negative reviews. In total, we
have 57 193 positive reviews and 9799 negative reviews. The
statistics and evaluation results of our sentiment algorithm are
shown in Table IV. From Table IV, we can see that the average
precision on Yelp dataset is 87.1%. The precision on negative
review corpus is 60.16%. However, our sentiment algorithm per-
formance well on a larger positive review corpus, the precision
is 91.75%. In order to better evaluate our sentiment algorithm,
we test our sentiment algorithm on the other two public datasets
[61], [62]. Both of the two public datasets have the same num-
ber of labeled positive reviews and labeled negative reviews,
the average precision is 72.7% and 73.5% respectively. From
Table IV, we can also see that our sentiment algorithm performs
better on positive review corpus than negative review corpus.

B. Rating Prediction

1) Evaluation Metrics: In each dataset of Yelp, we use 80%
of data as the training set and the remaining 20% as the test
set. The evaluation metrics we use in our experiments are Root
Mean Square Error (RMSE) and Mean Absolute Error (MAE).
They are defined as follows:

RMSE =
√ ∑

i∈�t e s t

(
R̂u,i − Ru,i

)2
/ |�test | (15)

MAE =
∑

i∈�t e s t

∣∣∣R̂u,i − Ru,i

∣∣∣ / |�test | (16)

where Ru,i is the real rating value of user u to item i, R̂u,i is the
predicted rating value. |�test | denotes the number of user-item
pairs in the test set.

2) Comparative Algorithms: We conduct a series of exper-
iments to compare our rating prediction model based on user’s
sentiment (RPS) with the following existing models.
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TABLE V
PERFORMANCE COMPARISONS FOR EIGHT CATEGORIES ON YELP (DIMENSIONALITY K = 10)

Basic MF CircleCon2b Context MF PRM EFM RPS

DATASETS RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE

Active Life 1.633 31.48% 1.238 29.25% 1.477 24.24% 1.126 22.2% 1.285 12.92% 1.002 12.57% 1.265 11.54% 0.984 10.98% 1.215 7.90% 0.941 6.91% 1.119 0.876
Beauty&Spa 1.813 29.01% 1.390 26.98% 1.656 22.28% 1.272 20.2% 1.454 11.49% 1.147 11.51% 1.431 10.06% 1.128 10.02% 1.385 7.08% 1.086 6.54% 1.287 1.015
HomeService 1.981 26.4% 1.558 24.45% 1.844 20.93% 1.454 19.05% 1.624 10.22% 1.294 8.89% 1.611 9.5% 1.284 8.33% 1.583 7.89% 1.273 7.54% 1.458 1.177
HotelTravel 1.683 33.75% 1.318 27.85% 1.539 27.55% 1.201 20.28% 1.337 16.6% 1.055 9.86% 1.321 15.59% 1.042 8.73% 1.267 11.99% 1.024 7.13% 1.115 0.951
Night Life 1.408 22.44% 1.099 20.47% 1.311 16.70% 1.026 14.81% 1.176 7.14% 0.93 6.02% 1.150 5.04% 0.913 4.27% 1.134 2.77% 0.899 2.78% 1.092 0.874
Pets 1.873 28.19% 1.440 25.76% 1.715 21.57% 1.329 19.56% 1.499 10.27% 1.195 10.04% 1.481 9.18% 1.181 9.48% 1.436 6.34% 1.146 6.72% 1.344 1.069
Restaurants 1.261 15.15% 0.983 13.22% 1.202 10.98% 0.944 9.64% 1.149 6.88% 0.909 6.16% 1.094 2.19% 0.873 2.29% 1.113 3.86% 0.886 3.72% 1.070 0.853
Shopping 1.600 24.81% 1.228 23.37% 1.479 18.66% 1.138 17.31 % 1.321 8.93% 1.032 8.82 % 1.302 7.60% 1.016 7.38 % 1.278 5.87% 0.999 5.81% 1.203 0.941
Average 1.657 26.92% 1.282 24.34% 1.528 20.75% 1.186 18.21% 1.356 10.69% 1.071 9.43% 1.332 9.08% 1.053 7.88% 1.301 6.92% 1.032 6.01% 1.211 0.970

The percentage numbers in each cell are the relative improvements of RPS over the various baseline models.

1) Basic MF: This method is the baseline matrix factorization
approach proposed in [1] without consideration of any
social factors. We trained the model as (2).

2) CircleCon: This method is proposed in [2], which focuses
on the factor of interpersonal trust in the social networks
and infers the trust circles based on matrix factorization.

3) Context MF: This method [3] improves the accuracy of tra-
ditional item-based CF in [22], and SoRec in [53]. They
take both interpersonal influence and individual prefer-
ence into consideration.

4) PRM: This method is proposed in [8], which considers
three social factors, including interpersonal influence, in-
terpersonal interest similarity and personal interest. It is
also based on matrix factorization to predict users’ ratings.

5) EFM: This method is proposed in [59], which builds
two characteristic matrixes: user-feature attention ma-
trix and item-feature quality matrix. Each element in the
user-feature attention matrix measures to what an ex-
tent a user cares about the corresponding product fea-
ture. Each element in the item-feature quality matrix mea-
sures the quality of an item for the corresponding product
feature.

6) RPS: It’s our sentiment-based RPS. Compared with
above-mentioned models (e.g., EFM), we have built three
sentimental dictionaries and added two linguistic rules to
calculate users’ sentiment, and some scalable sentimental
applications are proposed. Such as interpersonal sentiment
influence, it combines social networks and user sentiment
preferences.

3) Performance Comparison: We compare the performance
of our method with the existing models on Yelp dataset. In the
objective function of RPS, k is the dimension of user and item la-
tent feature vectors. λ is a coefficient for preventing over-fitting,
α, β and γ are trade-off parameters. In all our compared
algorithms, we keep the same initialization input and the same
parameters set up. In RPS, we set k = 10, λ= 1, α = β = γ = 5.
Note that whatever these parameters are, it is fair for all com-
parative algorithms. To implement the comparative methods,
we extract different features in the matrix factorization frame-
work, and build the corresponding feature matrixes in EFM
[59]. In Table V, we show the total performance evaluation in

Fig. 4. RMSE line chart of impact of user sentiment similarity factor on eight
categories of Yelp.

eight categories of Yelp dataset. The percentage numbers in
each cell are the relative improvements of RPS over the various
baseline models. It is clearly shown that our RPS model outper-
forms all the baseline models in each category of Yelp. For the
baseline approaches, we decrease RMSE by 26.92%, 20.75%,
10.69%, 9.08%, and 6.92%. We decrease MAE by 24.34%,
18.21%, 9.43%, 7.88%, and 6.01%. The experimental results
show the high accuracy of RPS. Meanwhile, we demonstrate
the importance of social friend factors (i.e., CircleCon2b, PRM)
and explicit features (i.e., EFM) in a recommender system.

C. Discussion

Besides the performance comparison in Table V, we discuss
other five aspects in the experiments: the impact of user senti-
ment similarity, the impact of interpersonal sentiment influence,
the impact of user friends’ sentimental variance, the impact of
item reputation similarity, and the impact of factors combination
in all comparative models.

1) The Impact of User Sentiment Similarity: To discuss the
impact of user sentiment similarity factor, we set β = 0, γ = 0,
and let α ranges from 0 to 60. From Fig. 4, the RMSE drops in
all testing categories when α ranges from 0 to 5. During this pe-
riod, user sentiment similarity factor [the third term in (12)] can
effectively help the objective function to optimize the user latent
feature vectors. It leads to a fast decrease of prediction error [the
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Fig. 5. RMSE line chart of impact of interpersonal sentimental influence
factor on eight categories of Yelp.

TABLE VI
IMPACT OF USER FRIENDS’ SENTIMENTAL VARIANCE IN ALL

COMPARED MODELS (THE EVALUATION METRIC IS RMSE)

MODELS Basic MF Circle Con Context MF PRM EFM RPS

D (Ev ) < 1 1.645 1.496 1.383 1.366 1.442 1.440
D (Ev ) ≥ 1 1.591 1.481 1.305 1.289 1.203 1.189

first term in (12)]. However, when α is over 5, the focus of min-
imizing the objective function moves to the third term instead
of the first term. The larger the third term’s weight of fitting in
training is, the smaller its fitting of the first term will be, which
leads to a larger prediction error. This belongs to the problem of
over-fitting. The average RMSE is 1.451 when α = 5, β = 0, γ
= 0. Compared with the Basic MF, the average RMSE decreases
about 12.43%. The experiment results suggest that user senti-
ment similarity factor makes a good contribution to the accuracy
of rating prediction.

2) The Impact of Interpersonal Sentiment Influence: To dis-
cuss the impact of interpersonal sentiment influence, we set α
= 0, γ = 0, and let β ranges from 0 to 200. From Fig. 5, the
RMSE drops in all testing datasets when β ranges from 0 to 60.
Besides, the average RMSE increases in different degrees from
β = 60 to 200 because of over-fitting. The average RMSE is
1.155 when α = 0, β = 60, γ = 0. Compared with Base MF,
the average RMSE decreases about 30.30%.

The experiment results demonstrate interpersonal sentiment
influence factor can improve the accuracy of rating prediction.

3) The Impact of User Friends’ Sentimental Variance: We
discuss the friends’ sentimental variance in all comparative
models. We set the same parameters as Table V, and we di-
vide the testing users in shopping dataset into two parts: The
first part consists of the users whose friends with almost neu-
tral sentiment, i.e., D(Ev ) < 1. The second part consists of the
users whose friends with clear like and dislike sentiment, i.e.,
D(Ev ) ≥ 1.

From Table VI, we can see that RPS model outperforms
all baseline models when user friends’ sentimental variance
D(Ev ) ≥ 1. Besides, our method performs not good when user
friends’ sentimental varianceD(Ev ) < 1, because our model
mainly captures the sentiment influence of the testing users

Fig. 6. RMSE line chart of impact of item reputation similarity factor on eight
categories of Yelp.

Fig. 7. RMSE line chart of impact of factors combination in all comparative
models in shopping dataset of Yelp.

with clear like and dislike sentiment. This experiment shows a
large degree of differentiation between the two kinds of users,
which shows RPS is very special and effective. Similarly, EFM
also considers user sentiment and product features, so we have
similar result. Besides, PRM has a better performance when
D(Ev ) < 1, because it considers three important social factors,
and it does not distinguish friends’ sentiment. Hence, our model
may be appropriate for users who have explicit sentiment or
those users whose friends have clear like and dislike sentiment.

4) The Impact of Item Reputation Similarity: To discuss the
impact of item reputation similarity, we set α = 0, β = 0,
and letγranges from 0 to 2000. From Fig. 6, we can see that the
RMSE drops when γ ranges from 0 to 1000. Besides, the RMSE
increases in different degrees from γ = 1000 to 2000 because of
over-fitting. The average RMSE of our model under γ = 1000 is
1.156. Compared with Basic MF, the average RMSE decreases
about 30.2%. The result suggests that the item reputation simi-
larity can improve the performance of rating prediction.

5) The Impact of Factors Combination in All Comparative
Models: We compare the performances in shopping dataset. In
RPS model, we set α = 5 and β = γ = 0 for the factor of user
sentiment similarity, β = 5 and α = γ = 0 for the factor of
interpersonal sentiment influence, as well as γ = 5 and α = β
= 0 for the factor of item reputation similarity. EFM built two
characteristic matrixes, PRM model has three social factors, so
we set the same parameter for performance comparison, which
is shown as Fig. 7.



1920 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 18, NO. 9, SEPTEMBER 2016

The approaches using none, one, two, and all of the three fac-
tors are systematically compared, and the performance is shown
in Fig. 7. PI, II, UI denote the personal interest factor, interper-
sonal influence factor, and user interest similarity in PRM. US,
IS, SI denote user sentiment similarity factor, item reputation
similarity factor and user sentimental influence factor in RPS.
“+” denotes the factors combination. We can find that all fac-
tors have positive effect on improving performance. Deeply,
each factor in our RPS model has a better performance than
every social factor in PRM. In addition, the multifactor com-
bination of our model is better than other approaches, such as
context-MF, PRM, and EFM.

V. CONCLUSION

In this paper, a recommendation model is proposed by mining
sentiment information from social users’ reviews. We fuse user
sentiment similarity, interpersonal sentiment influence, and item
reputation similarity into a unified matrix factorization frame-
work to achieve the rating prediction task. In particular, we use
social users’ sentiment to denote user preferences. Besides, we
build a new relationship named interpersonal sentiment influ-
ence between the user and friends, which reflects how users’
friends influence users in a sentimental angle. What is more,
as long as we obtain user’s textual reviews, we can quantitively
measure user’s sentiment, and we leverage items’ sentiment dis-
tribution among users to infer item’s reputation. The experiment
results demonstrate that the three sentimental factors make great
contributions to the rating prediction. Also, it shows significant
improvements over existing approaches on a real-world dataset.
In our future work, we can consider more linguistic rules when
analyzing the context, and we can enrich the sentiment dic-
tionaries to apply fine-grained sentiment analysis. Besides, we
can adapt or develop other hybrid factorization models such
as tensor factorization or deep learning technique to integrate
phrase-level sentiment analysis.
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